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What exactly is (bio)statistics?

Biostatistics

Idea Planning Funds Data 
collection Analysis Conclusions Publication

Experiment
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Mostly, it’s not done properly…
– approximately 60% of original papers in the field of biomed/pharm contain statistical 

errors(De Muth 1999)
• improper experimental design and planning
• poorly formulated research hypothesis
• incorrectly estimated sample size (or no estimation at all)
• misused mean & SD
• wrong selection of parametric/non-parametric tests
• incorrect use of paired/unpaired tests
• using standard error (SE) instead of standard deviation (SD)

• using multiple t-tests as an extension of the analysis of variance method
• using the chi2 test and Fisher's exact test

Watała: Biostatystyka - wykorzystanie metod statystycznych w pracy badawczej w naukach biomedycznych. 
𝛼-medica press, Bielsko-Biała, 2002.
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Biostatistics – what are our options?
Descriptive statistics
- characteristics of collected dataset
- answers questions:

- how to describe/present the collected data?
- what is the most representative value?
- what are the extremes?
- what is the spread of data?
- how to compare data to those from similar sets?

- not going “beyond the scope” of the collected data

Statistical inference
- a way of "generalizing”
- drawing conclusions about a population from which 

ONLY a small part (sample) has been analyzed
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Descriptive statistics
Histogram

Measures of central tendency
mode, mean (𝜇), median

Measures of spread
range, quartiles (Q)
variance (s), standard deviation (𝝈; SD; 68%; 95%) 
interquartile range (IQR=Q3-Q1; middle 50%)

coefficient of variation [%] (𝝈/ 𝜇)
quartile coefficient of dispersion [%] 
(IQR/(Q3+Q1))
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Median vs. Mean

mean
median

mode

mode, mean, median

median
- the middle value in distribution
- 50% left / 50% right
- less sensitive to outliers/extreme
- only numerical data

mean (𝜇; ȳ)
- sum of all values divided by their number
- sensitive to outliers/extremes
- only numerical data

Normal distribution
mean & SD
median & IQR

Non-normal distribution
median & IQR (only!)
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Normal (Gaussian) distribution
- the “bell”-shape, symmetrical around mean
- mathematically fully characterized by mean 

(𝜇) and standard deviation (𝝈)
- 𝜇 = 0; 𝝈 = 1; AUC = 1; 

Significance of normal distribution
- many biomedical parameters present normal 

distribution
- many statistical tests thus assume normally 

distributed data (if not met, the logic of 
analysis fails)

Central limit theorem
histogram of means from many non-
gaussian samples will present normal 
distribution
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How to choose proper measures?
Always check your data first!
- visual inspection of histograms

- statistical tests for testing data 
normality 

- Shapiro-Wilk W test
- Kolmogorov-Smirnov test
- Lilliefors test
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Statistical inference
Research hypothesis
A statement specifying the existence of some 
relationship, difference, mechanism, process, 
etc.

Statistical hypothesis
Redefinition of research hypothesis into a 
measurable form.

Hypothesis testing
A sequence of steps allowing us to either 
accept or reject the hypothesis.

In order to do so, one has to follow the rules…

One ring to rule them all…
…and in the darkness bind them.
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Statistical inference
Sir Karl Raimund Popper (1902 – 1994)

Criterion of falsifiability
- the main scientific criterion 
- In order to prove something, try to reject 

the negation thereof
- critical rationalism („popperism”)
- philosophy of science
- historical context of Eastern Block 😵💫

Rules:
- study groups selection
- formulation of hypotheses
- hypothesis testing
- making decisions and drawing 

conclusion



www.gumed.edu.pl

Statistical inference - workflow

„Experiment”

The idea

Analysis

Conclusions

Planning

Define the scientific problem

Specify the research hypothesis

Choose appropriate statistical test

Select properly the control and study groups

Collect data

Apply the appropriate statistical test

Based on test result, accept or reject the 
hypothesis
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Scientific problem & Hypotheses
Scientific problem

”Does the XY disease affect the patients’ IQ?”

Statistical hypotheses

The ”null” hypothesis (H0) 
The average IQ of people with the XY disease does not differ from the one among healthy 
people (without the XY disease).

𝐻!: 𝐼𝑄"# = 𝐼𝑄$%&'($)

The alternative hypothesis (HA)
The average IQ of people with the XY disease differs from the one among healthy people 
(without the XY disease).

𝐻*: 𝐼𝑄"# ≠ 𝐼𝑄$%&'($)

we want to check whether our data allows us to reject this hypothesis as untrue
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Choosing appropriate statistical test
Not a trivial problem, many aspects need to be considered

- type of data: numerical (continuous, discrete) / categorical / proportions
- normality of the data
- dependent/independent variable
- data pairing
- data censoring (right censoring – survival analysis)
- number of levels of categorical variables
- number of compared groups
- additional (confounding) factors

- experimental design 
hierarchical design
balanced/unbalanced design
fixed/random effects 
etc.
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Choosing appropriate statistical test

Watała: Biostatystyka - wykorzystanie metod statystycznych w pracy badawczej w naukach biomedycznych. 
𝛼-medica press, Bielsko-Biała, 2002.
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Basic test characteristics
Parametric tests
- make several assumptions concerning the distribution of data
- if not met, their logic fails and provide unreliable results
- limited use but very “powerful” (general linear model, ANOVA, …)

Nonparametric tests
- less or no assumptions concerning the data distribution and other characteristics
- more “universal”

One-tailed tests
- assume one specific change (decrease | increase)

Two-tailed tests
- assume change in general (decrease & increase)
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Parametric vs. non-parametric tests

https://www.healthknowledge.org.uk
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Selection of study groups
- representative and 

appropriately selected 
groups

- inclusion/exclusion criteria 
(diseases, medications)

- certain degree of 
uncertainty

- sampling bias

Study size estimation
- how large should the 

study/control group be?
- ethical, financial, temporal, 

logistical aspects

Dr Nic’s Maths & Stats YT Channel (https://www.youtube.com/channel/UCG32MfGLit1pcqCRXyy9cAg)
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Sampling bias
- sampling strategy, in which a 

certain members of 
population have higher or 
lower sampling probability

- if not accounted for during 
data analysis, it’s effect can 
be erroneously attributed to 
the phenomenon under study

- healthy user bias 
(overestimating health of 
general population)

- Berkson’s fallacy
(underestimating health of 
general population)

Source: Internet
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Study groups selection precautions 
- completely randomly selected volunteers; is it even feasible? (control group searched 

within specific occupation, "healthy" hospital visitors)

- how to match the study and control groups in terms of age, when the examined disease 
appears only in certain age groups? Will it then be possible to exclude other factors 
influencing the examined parameters in the compared control group?? 
(centenarians) 

- how to perform randomization if subjects representing the study group are only rarely 
encountered?

- how to conduct drug effect testing (placebo, single/double blind study, the “noninferiority”
problem)
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Data collection

Various types of experiments:
- basic research
- population studies

- observational
- cohort / case-control studies
- cross-sectional / monitoring (longitudinal: prospective / retrospective)

- interventional (experimental)
- clinical trials
- questionnaire studies

- independence, randomness of all observations
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Hypothesis testing
statistical tests
- observed differences between the groups are just by chance or rather indicate a kind of 

regularity (pattern)
- transform observed differences into statistics

remember to check the data distribution first!

Healthy XY



www.gumed.edu.pl

Hypothesis testing
Why calculate t statistic out of real difference?

Uncertainty 
- exact distribution of IQ is unknown
- the representativeness of groups is unknown

Healthy XY

0

observed t

Distribution of t under the H0 hypothesis
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Making decisions
Real world

Test (experiment)
result

x1 = x2
(H0 is true)

x1 ≠ x2
(HA is true)

Reject  H0
x1 ≠ x2

Type I error
(significance) 𝛼, p

Correct decision
(test power)

Do not reject H0
x1 = x2

Correct decision
(1- significance)

Type II error
(1- test power)

Life Sciences
𝜶 = 0.05; 𝜶 = 0.01

Physical sciences
𝜶 = 0.0000003 (Higg’s boson)

The higher the test power, the better
The lower the significance level, the better (?!?)

What is the result?
- the effect size (i.e. difference between means)
- level of significance (the degree of our (un)certainty)



www.gumed.edu.pl

Group size estimation
In order to generalize the study/control groups must be of required sizes.

- required study group size (n) depends on several parameters
- statistical power (the ability to reject H0 when it is false; 80%; z𝜷)
- level of significance (the probability of rejecting H0 when it is de facto true; 5%; z𝜶)
- effect size (i. e. assumed difference in mean values (𝜹))
- assumed spread (e. g. variance; 𝝈2)

- larger the spread è higher n
- smaller the difference è higher n

𝑛 ≈
𝜎+ 𝑧, + 𝑧 ⁄. +

+

𝛿+
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Group size estimation

- independent observations
- numerical data
- trying to prove the difference 

between groups

𝑛 ≈
𝜎+ 𝑧, + 𝑧 ⁄. +

+

𝛿+

Watała: Biostatystyka - wykorzystanie metod statystycznych w pracy badawczej w naukach biomedycznych. 
𝛼-medica press, Bielsko-Biała, 2002.
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What should you take from this part?
1. Plan your experiments properly (in cooperation with a specialist)
2. Check your data prior to analysis (if it meets assumptions of tests)
3. Use appropriate measures of centrality and spread
4. Don’t be afraid to use other than parametric tests
5. The p-value is not a result of experiment! 

It is the effect size (difference), while the p-value tells something about how certain you 
are when it comes to the effect size.

6. Contact CABiB if you need help

Idea Planning Funds Data 
collection Analysis Conclusions Publication



Selected practical issues
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Group size estimation
- determine a number of factors a priori 

- the level of significance
- statistical power of the test
- the effect size
- the dispersion measure (variance)

“to start from something is better than starting from nothing”

How to formulate the question concerning the group size?

„ So how many subjects do I need to include in the study to obtain statistically significant difference?”

„Assuming the variability of data at the level of 25%, the level of statistical significance below 0.01, statistical power 
above 80% and the planned use of one-tailed Student’s t-test, how many patients should be included in the study 
to show a 15% higher level of biomarker expression in the group subjected to treatment?”

” If the study and control groups include both 30 subjects per group, then assuming the variability data at the level 
of 25%, the significance level below 0.01, the statistical power above 80% and the planned use of one-tailed 
Student's t-test, how large an increase in the biomarker expression level will I be able to evaluate as statistically 
significant?”

What if we expect a non-Gaussian distribution of the data?
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Group size estimation: two means

Required information:

- expected means (𝜇1; 𝜇2)
- expected spreads (𝝈1; 𝝈2)
- u – a value  related  to level of significance
- v – a value related to statistical power of test
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Group size estimation: three means

Required information:

- expected means (𝜇1; 𝜇2 ; 𝜇3)
- expected spreads (𝝈1; 𝝈2 ; 𝝈3)
- u – a value  related  to level of significance
- v – a value related to statistical power of test

- Bonferroni correction for multiple testing (adjust p)



www.gumed.edu.pl

Group size estimation: three groups; 
non-Gaussian distribution

Required information:

- expected means (𝜇1; 𝜇2 ; 𝜇3)
- expected spreads (𝝈1; 𝝈2 ; 𝝈3)
- u – a value  related  to level of significance
- v – a value related to statistical power of test

- Bonferroni correction for multiple testing (adjust p)

- Add +15% to each group’s N
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Group size estimation: two proportions

Required information:

- expected proportions (𝜋1; 𝜋 2)

- OR, alternatively:
- expected proportion 𝜋 1 and effect size (OR, RR, …)

- u – a value  related  to level of significance
- v – a value related to statistical power of test

Females Males Total

Smoking 10 90 100

Non-smoking 110 30 140

Total 120 120 240
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Group size estimation: more complex situation
Calculating the required study size for testing the new diagnostic tool (e.g. AI-based classifier)

Pastuszak. Molecular Oncology (2021) doi: 10.1002/1878-0261.13014
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Group size estimation: more complex situation

AI

RTG/CT/MRI/Histo

Predicted +

Predicted –

+ –

Calculating the required study size for testing the new diagnostic tool (e.g. AI-based classifier)

- paired data
- data as proportions
- trying to prove noninferiority of the new diagnostic tool (that it is not worse compared to standard test)
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Group size estimation: more complex situation

𝜋21:
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Circulating tumour cells mRNA transcriptomics study 
Q: how many reads should a differentially-expressed miRNA transcript have to provide reliable results?

Assumptions
- N = 5000 transcripts; 
- DEG = 0.1; FDR = 0.1
- log(FC) = 0.5 (~3.16x)

- 4 and 10 subjects per group
- 6 and 15 subjects per group
- 8 and 20 subjects per group

What is the statistical power?

simulation: 50 iterations
(R; proper package) (free)

Group size estimation: more complex situation
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Clinical trial assessing the effectiveness of stem cell wound dressings against 
commercially available dressings

Literature
- Area = 6.84 * e-0.124 * T

- kT = -0.124 week-1

- approx. 50% area reduction each 6 weeks

Assumptions
- 10% faster healing (kT = -0.138 week-1)
- 80% statistical power
- 0.05 level of significance
- one-sided tests

What is the required group size?

Group size estimation: dynamic processes
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Group size estimation: DIY solutions
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- G*Power (free)
- R (pwr package) (free)

- a priori vs. a posteriori

Group size estimation: available software solutions
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Required information

- expected Hazard Ratio (HR)
- proportion of exposed/unexposed subjects

- u – a value  related  to level of significance
- v – a value related to statistical power of test

Output

- required number of events (!!!)

Group size estimation: survival analysis
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- p: constant (0.01 or 0.05)
- 𝝈: beyond our control

N, 𝜹, 1-𝜷

Group size estimation: graphical outputs interpretation 
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Transformed data or non-parametric?

Watała: Biostatystyka - wykorzystanie metod statystycznych w pracy badawczej w naukach biomedycznych. 
𝛼-medica press, Bielsko-Biała, 2002.

Situation Transformation

right-skewed distribution

lognormal
more skewed than lognormal
less skewed than lognormal

x' = log(x)
x' = 1/x
x’ = sqrt(x)

left-skewed distribution

moderately skewed
more skewed

x’ = x2

x’ = x3

nonhomogeneous variances

SD proportional to means
SD proportional to means2

SD proportional to sqrt(means)

x' = log(x)
x' = 1/x
x’ = sqrt(x)

data as percentages (0-100%) p’ = arcsin(sqrt(p))

proportions (p, X/n, 0-1) p’ = arcsin(sqrt(p))
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Transformed data or non-parametric?

Box-Cox transformation
Rank-transformation
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Experimental design:
selection of the control group

More than just 1 control group

disease
(sick?)

disease + comorbidities
(sicker?)

healthy
(HC)

healthy + comorbidities
(DC)

control COVID

comorbidities - comorbidities + comorbidities - comorbidities +

Additional advantages of the model
(possible answers to various pre- or post-planned questions within one analysis)
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Bonferroni correction

N = 3 p0 ≈ 0.016
N = 10 p0 ≈ 0.005
N = 30 p0 ≈ 0.0017

Very conservative, restrictive

FDR (Benjamini & Hochberg)
different logic
less restrictive

Unjustified use of corrections
relevant answer to question of no interest

𝒑𝟎 = 𝟏 − 𝒏 𝟏 − 𝒑 𝒑𝟎 ~ ⁄𝒑 𝒏

Experimental design:
multiple comparisons



www.gumed.edu.pl

disease treated healthy disease untreated

healthy disease

treated untreated

Hierarchical (nested) designs
ANOVA & post-hoc tests
General Linear Model, General Additive Model, …

Breaking down analyses into smaller partial analyses
Multiple comparisons using the simplest possible tests (Student’s t test)
Required corrections for multiple testing (Bonferroni; FWER; FDR)

Experimental design:
several separate analyses or a model?
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Lack of appropriate test?
Permutation (randomization) tests

permutation statistic
1 -0,7039
2 -1,2505
3 3,1221
4 -8,0828
5 2,1201
6 4,9441
7 -1,8882
8 -0,7039
9 -0,2484

10 -4,8033

max = 4,9441
n (higher) = 0

P {(n(higher) / [n(all)+1]} = 0,0000

xT – xC = 51.472-41.522 = 9.954
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Lack of appropriate test?
Permutation (randomization) tests
no permuations max stat. n (higher) p (n higher / n all)

10 4,9441 0 0,0000
50 13,4162 1 0,0200

100 10,7743 2 0,0200
200 13,5073 3 0,0150
500 16,4224 9 0,0180

1000 12,8696 11 0,0110
10000 16,6957 129 0,0129
50000 18,6998 699 0,0140

100000 17,6977 1409 0,0141
500000 18,6087 6912 0,0138

t-test 0,0264
rang-sum 0,0127

Hesterberg T & Monaghan, Shaun & S Moore, David & Clipson, Ashley & Epstein, Rachel & H Freeman, W & 
New York, Company. (2005). Bootstrap Methods and Permutation Tests. Introduction to the Practice of Statistics. 
14. 
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A permutation test: Fisher’s exact test
Fisher’s exact test
- an example of commonly used permutation test
- alternative to Pearson’s chi-squared test
- if the count in any cell is below 5 
- but...

For every test in the case of which some statistic is 
being computed (t, z, F, chi2, …) there is also a 
permutation version thereof

Instead of comparing the calculated value of test 
statistic against the values in the corresponding tables, 
one can compared it against the distribution obtained 
empirically en route resampling

F M Total

Smoking 1 9 10

Non-smoking 11 3 14

Total 12 12 24

www.biostathandbook.com/small.html  (5/06/2019)
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What is your result?
p-value vs. effect size

p-value is not your result
it only tells how reliable your observed effect size is
it only tells how often you’re about to see the same effect size in repeated experiment

Effect size is your result
are the changes biologically relevant?
are the changes clinically relevant?

Publish or parish
striving for ”p-value”
nonsignificant results are not being published
sufficient power must be shown in order to publish results with p>0.05



An example: Data Torturing
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Data torturing

Aim: Assessment of the impact of IMRT radiotherapy on the development of xerostomia in patients with 
Head and Neck Cancer

A questionnaire survey + salivary gland scintigraphy
Searching for risk factors of severe xerostomia (grade 3/4) one year after IMRT

The power analysis:
assumed statistical power of 80%
assumed level of significance of 5%

~ 100 subjects per group (control; study)
data collection should take 2 years
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Data torturing

2 years of data collection 
- only 53 subjects
- 30 scintigraphic examinations
- 40 questionnaires

a posteriori power analysis:
< 20 % (max !)

So what about it now?
Analyse?
Continue collecting data?
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Data torturing

Xerostomia severity (degree) vs. risk 
group (location)
- Fisher’s exact test
- p=0.048 (!)

- one-sided test (!)

- trying to find an argument for usage 
of one-sided test post factum

- it was not taken into account while 
planning the experiment
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Data torturing

Some of the questionnaires were 
repeated after several years

Q Cochran’s test
- p=0.083 
- observable trend (!?)

- initial lack of statistical power
- decreasing number of subjects in 

analysis

- one-sided test (!)
(trying to find an argument post 
factum)
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Data torturing

A survival analysis was planned in 
addition
- the log-rank test

- after several trials and divisions of the 
whole study groups into subgroups, a 
statistically significant result was 
obtained (p=0.021)

- researchers were satisfied J

- have they planned the survival 
analysis?

- have they checked whether the study 
provides enough power for survival 
analysis?
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Data torturing

Searching for predictors of xerostomia 
worsening
- several ROC curve analyses

- no success, therefore the authors 
used neural networks 
(11 L0 neurones; 7 layers)

- obtained network provided
accuracy of 80% and 0.72 area under 
the curve (AUC)

- researchers were fully satisfied J

- lack of interpretability?
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Data torturing

Problems
- excessive optimism in the planning phase regarding data collection (not taking into account that some 

patients may not meet the inclusion criteria) 

- very low statistical power

- analyses within subgroup that were not previously planned (additional subdivisions of groups)

- conducting previously unplanned analyses (survival analysis, ROC analysis)

- multiple hypotheses testing without appropriate corrections

- abuse of more and more complicated analytical methods in order to prove the assumed thesis 
(„hypothesis driven science”; Fisher’s test à Neural Network)

- the blind pursuit of statistically significant results without considering their clinical significance



www.gumed.edu.pl

Data torturing

What should we do?
- it cannot be avoided

But we should be cautious to:

- were the other (new?) hypotheses made before or during the experiment?

- were all the subgroup analyses planned in advance, prior to experiment?

- are all the obtained results related to the main hypothesis of the study?

- is it not necessary, at lease in the case of some statistical tests, that appropriate multiple testing 
corrections be applied?



Thanks for your attention...
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Literature
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